CHAPTER ONE

MATRICES
Definition:
An array of mn numbers arranged in m rows and n columns is said to be mxn
matrix.
J-th column
a, a, a, a, a, |
21 a22 a23 a2j a2n

a31 %z 33 a3j n

a, a, a, aij a, I-th row

aml amz a‘m3 mj a'mn

mxn is the order (or size or dimension or degree) of the matrix

The number which appears at the intersection of the i-th row and j-th column is
usually referred as the (i,j)-th’entry of the matrix A and denoted by aij and the

matrix A denoted by [aij]mxn or' A

The entries aij of a matrix”A may be real or complex (or any field).

If all entries of thermatrix are real, then the matrix is called real matrix.
If all entries of the'matrix are complex, then the matrix is called complex matrix.

If A:[aij]mxn then —A:[— aij]mxn.

Examples:

(1)

7 0 -5

A= {2 = 4 } is a real matrix, A has 2-rows and 3-columns.

a11:2’ a122_3’ 813:4 ’ 321:7’ a22=0, a23:_5

(2)

B=|2+i 4 -3

Is a complex matrix, B has 3-rows and 3-columns.



Types of Matrices

(1) Equal Matrices: The matrix A = [aj]]m«n equal to the matrix B = [Dbjj]n«n if they
have the same size and the corresponding elements of A and B are equal
aj=bj1<i<m and 1<j<n.

1 -2 3 1 -2 3
Examples: (1) The matrices 3 and 1 | are equal matrices:
0 — 025 0 15 -
2 4
11 1 1 3
(2) The matrices {5 A 2} and | o o 5| arenotequal-matrices.

5 4 2

(2) Square matrix: A matrix having n rows and n columns and we say that it is of
order n.

Examples: (1) B 31} square matrix of order.2.

2x2
5 -6 9
2 (-3 2 1 square-matrix of order 3.
0 8 0],

Note: The main diagonal in\the square matrix contains the elements a; where
i1 =1,2,...,n (beginningfrom top left upper to bottom right).

(3) Zero matrix; thesmatrix all elements are zero denoted by Opn.

Examples: (1) {0 0} square zero matrix of order 2.
2%x2

(2) 00 00 zero matrix of order 2x4.
0 00 0f,,

(4) ldentity Matrix: A square matrix all elements of the main diagonal are equal 1
and other elements are equal to 0 denoted by I,.
Other Definition: A matrix A=[aj].«n IS said to be identity matrix if

1 if i=j
a, = e . "
! 0 if i#]



Examples: (1) F 0} square identity matrix of order 2x2 (1,).
01
1 0 0 0]
(2) {0 1 0 O square identity matrix of order 4x4 (l,).
0 010
0 0 0 1]

(5) Transpose of Matrix: The matrix resulting from replacing the rows of\the matrix
by the column of it and denoted by A’ or A'or A”.

2 4
Examples: (1) If A= 203 - then Al = 0 1
4 1 5 74, 35
B _ -_1 7_4><2
2 0 -1
-1 1 0 2 -1 3 1 3
2 1fg=3 o0 —2| tenB'=0 1 0 1 2
1 -1 -1 0 -2 -1 0],
L 2 0_5><3

(6) Symmetric Matrix: A square matrix A is called symmetric matrix if it is equal to
its transpose (i.e. A =AY).

2>71 2 1]
Examples: (1) A= L 2} and A' = L 5 so A is symmetric matrix since A = A,
6 3 -2 6 3 2
2) B=({3 0 5|and B'=| 3 0 5 | so B is not symmetric
2 5 -4 -2 5 -4

matrix since B # B.

(7) Skew Symmetric Matrix: A square matrix A is called skew symmetric matrix if
it is equal to the negative of its transpose (i.e. A =—A).



o 2 -1 0 -2 1 0 2 -1
Examples: (1) o—|-2 0 3| At=|2 0 -3/and_At=|_—2 (o 23|S0
1 -3 0 -1 3 0 1 -3 0
A is skew symmetric matrix since A = — A,

(2) B= 0 _8,Bt: 0 8 and —B!' = 0 -8 so B is not skew
8 1 1 8 -1

symmetric matrix since B = — B'.

Note: All the elements of the main diagonal in the skew symmetric matrix are zero.

(8) Conjugate Matrix: A matrix A is called conjugate matrix to\the matrix B if the
elements of the matrix A are the complex conjugated numbers with the elements

of the matrix B and denoted by A .

2i

Examples: (1) The matrix C:{
1

{74

4} IS conjugate matrix to the matrix

2—1 1+i i
(2) The conjugate matrix to the matrix A={2-3i 4+i 2i | is the
1-2i - -2i
2+1 1-1 -
matrix. A=|2+3i 4—-i -2i
1+ 2i I 2i

Note: The conjugate transpose of the matrix is equal to the transpose conjugate matrix.
e (A =(AH) =A".

e [y a5 SRR
SENCENEG

(9) Hermitian Matrix: A square matrix A is called hermitian matrix if it is equal to
its conjugate transpose (i.e. A=A").



4 2 . |4 -2 . 1 | 4 2 :
Examples: (1) A=| . , A= and A"=A"=| . so A is
21 1 21 1 21 1

hermitian matrix since A=A".

2 1-2i 2 2 1-2i 2
(2) B=|1-2i 1 -3i|, B'=[1-2i 1 3i and
2 3i 3 2 -3i 3
o 2  1+2i 2
B*=B'=|1+2i 1  -3i| so B is not hermitian matrix since
2 3i 3

B=B".

(10) Skew Hermitian Matrix: A square matrix A is called-skew hermitian matrix if it
is equal to its negative conjugate transpose (i.e. A=5A").

Note: All the elements of the main diagonal in theskew hermitian matrix are zero or
pure imaginary numbers (complex number the real part of it must be equal to zero).

0 -3 2 o 31 2 0 -3 2
Examples :(1) A=|3i 0 -i|, A<p=3 0 i| and (A)=[3 0 -i|=A
2 i 0 2 - 0 2 I 0
so A is not skew hermitian matrix since A = —A".
21 AN ] — |=2i O — -2 0
(2) B= e B= 1, (B)t = _ and
073l | 0 3 0 3
oo y2i 0 ] . . .. N
—(B) 10 ail” B so B is skew hermitian matrix since B =—B".

(11) Triangular Matrix: It is two kinds:

(a):Lower Triangular Matrix: A square matrix all its elements above the main
diagonal are zeros, that is &; =0 for each i <]j.

4 . :
Examples: (1) ) square lower triangular matrix of order 3x3.

-1 0
3 4 5
5 0 : :
(2) B= 4 7 square lower triangular matrix of order 2x2.

5



(b) Upper Triangular Matrix: A square matrix all its elements below the main
diagonal are zeros, that is &; =0 for each i > j.

1 -2 3
Examples: (1) | g 4 7| square upper triangular matrix of order 3x3.
0 0 2]
1 2] . .
(2) B= 0 -1 square upper triangular matrix of order 2x2.

Note: the identity matrix is upper and lower triangular matrix.

(12) Diagonal Matrix: a square matrix A is called diagonal matrix.if-all elements are
zero except the elements in the main diagonal (i.e. a; =0 if v ).

Other Definition: A square matrix which is upper and lower triangular matrix.

1 00
Examples: (1) A={0 1 0| square matrix of.order 3x3, diagonal matrix, lower and
0 01
upper triangular matrix, identity matrix.
2 0 _ : :
(2) B= 0 _i square. matrix of order 2x2, diagonal matrix, lower and

upper triangular matrix.

(13) Scalar Matrix: A.diagonal matrix is called scalar matrix if all main diagonal
elements are‘egual.
Other Definition: A diagonal matrix A = [ajj].«n IS called scalar matrix if

dqqp =.dgp —... =ann=k.
4 00 6 0
Examples: (1) |9 4 o (2) { }
0 -6
00 4
(14) Row Matrix: An 1xn matrix has one row Az[a11 a, - aln].

Examples: (1) A=[3 2 1 4] (2) A=[7 -5 2 3 1]1ss



(15) Column Matrix: An mx1 matrix has one column A _

_2 _73
Examples: (1) B=| 0 (2) B= o
5
> L O d14x1

Ay

21

ml_|

Exercises: Classify the following matrices according to their types

3 0 4 1
1 (o 1 -2 (7 a2 1 o
4 -2 1 3 2 1
2 00 2 00
2) o 1 0 @) o2 o
00 7 0 0 2
1 -2 0 31 2
@) |2 3 -4 ® |0 5 -2
0 4 5 0 0 2
[ 0~ 1220 5i 1 0
4 |-122 0 3 (10) 10 1
()5 3 0 1
0 1
2 -1 3
5 11
(5) {4 0 1} 11) 1o 1 ©
1 0
(6) {f f} (12) [23 -4 1]
I 1

(13)

(14)

(15)

(16)

O O O




- . 2

1 0 1| (4 = =2 5 - -1
A+2B= 5 1 3 + 3 = 3

= 10 -14) |3 -1 -11

- - 2 i 2

1 0 1| |4 = =2 -3 —=
A-2B= > 1 3| 3 = 3 3 3

ST 1 0 14 |1 -1 17

Remarks:

(1) The subtraction of matrices is not commutative.

3 -1 0 4
Example: If A= and B=
2 4 -5 2
3 - 0 4 3 -5
A-B= — =
2 4 -5 2 7 2
0 4 3 1 -3 5
B-A= — =
I P o

Sowegetthat A-B=B-A

(2) The subtraction of matrices is not'associative.

Example: If A:{l 2} ,B:F _1} and c:{l 2}then
-3 0 2 5 1 -3

(A-B)-C#A=(B-C) apply that. (Home work)

Theorem: For any.two matrices of the same degree B—- A =—-(A-B).
Proof: Let A={ajj]mxn and B = [bi]m«n
—(A-B) ==/ [aij]mxn — [bij]mxn )

= — [aij — D] mxn (definition the subtraction of matrices)
=— [Cij]mxn where Cij = aijj — bij

= [_ Cij]mxn

= [ (& — bij)Imxn (replaced)

= [ ajj + Dijlmxn

= [bij — aijlmxn (the addition of numbers is commutative)
= [Bi]mxn — [Aij]mxn (definition the subtraction of matrices)
=B-A

12



Theorem: Let M,.,(F) be the set of all mxn matrices over F, where F = R or C. Then

for any scalars r, S and any A, B € M. (F)
(1)) r(A+B)=rA+1rB

(2) (r+s)A=rA+sA

(3) r(sA)=(rs) A=s(rA)

4 1A=A

(5) 0A=0

6) rA=Ar

Proof (1): Let A = [ajj]m«n » B = [bij]mmnand r e F
r (A+B)=r([aj]mnnt [Dijlnxn)

=1 [&j + Dijlmxn (definition the addition of matrices)

=1 [Cij]mxn where cjj = ajj + bjj

= [r Cijlmxn (definition the multiphication of matrix by scalar)

= [r (& + bi)]mxn (replaced)

= [r ajj + 1 Bij]mxn (distribution ofumultiplication over the addition in numbers)

= [r &ijlmxn + [ bijlmxn (definition the.addition of matrices)

=1 [&i]mxn + 1 [Dijlmxn (definitionithe multiplication of matrix by scalar)
=rA+rB

Proof (2): Let A =[ajj]m«n and r.s'e F

(r+5) A= (1 +5) [aglm
= [(r + 3) aijlmxg (definition the multiplication of matrix by scalar)
= [r ajj + S @jjlmkn (distribution of multiplication over the addition in numbers)
= [r aij]. *[S @ij]mxn (definition the addition of matrices)

= rfag] ™+ s [@ij]mxn (definition the multiplication of matrix by scalar)
=IA +sA

Proof (3): Let A = [ajj]n«n and r,s € F
F(SA) =1 (s[ai]) mxn

=1 [S &jj]mxn (definition the multiplication of matrix by scalar)
= [r (s a@;j)]mxn (definition the multiplication of matrix by scalar)
= [(rs) aijlmxn (the multiplication of numbers is associative)

= (rs) [aij]mxn (definition the multiplication of matrix by scalar)
=(rs) A

13



r (sA) =r (s[ai]) mxn

= 1 [Saj]mxn (definition the multiplication of matrix by scalar)
= [r (saij)]mxn (definition the multiplication of matrix by scalar)
= [(rs)aij)]mxn (the multiplication of numbers is associative)

= [(sr) ai)]mxn (the multiplication of numbers is commutative)
= [s (r &;j)]mxn (the multiplication of numbers is associative)
=S [r &jjlmxn (definition the multiplication of matrix by scalar)
=5 (r [ai]mxn) (definition the multiplication of matrix by scalar)
=5 (rA)

Proof (4): Let A = [@jj]mxn
1 A =1 [a] mxn = [1 ajj] mxn (definition the multiplication of matrix by scalar)

= [aij]mxn
=A

Proof (5): Let A = [@jj]mxn
0 A =0 [aij] mxn = [0 @jj] mxn (definition the multiplication of matrix by scalar)

= Om><n

Proof (6): Let A =[ajjmn.r€F

r A =1 [ai] mxn = [FaiiHnsn (definition the multiplication of matrix by scalar)
= faij mxn (the multiplication of numbers is commutative)
=Ar

Multiplication of Matrices:
Two matrices are said to be compatible with multiplication if the number of the
columns of the first matrix is equal to the number of the rows of the second matrix, i.e.

n
If A =[] B = [by] mp then AB = C = [aJmn [Dilnep = {Zaikbk ,}
k=1

mxp

14



2 0
1 -2 -1
Examples: (1) Let A:{3 0 3} and B=|-1 1 |, find AB and BA?
0 -2
Solution:

2 0
1 -2 -1
AB-= [3 0 3} -1 1
>3lo -2 3x2

_ 12+ (FED)+EDO) AO)+(E2)Q+ED2) | (4 0
3(2)+0(-D) +(-3)(0)  3(0)+0(1) +(-3)(-2) 6 6,7,

2 0
1 -2 -1
Bl %
0 -2 3x2

QD) +03)  2(-2)+0(0)  2(-1)D0(=3) 2 4 -2
= (DD +1Q3) HE2)+10) (DEH+UI) | =12 2 -2
0@ +(-2)3) 0(-2)+(-2)(0) 0(=1) + (-2)(-3) -6 0 6 |,

Note that A B # B A.

A [t 1 1 0] _[a+1-1) 10)+13)] [o 3
@1, 1,,1-1 3|, 20 +1(-1) 2(0)+13)]| [1 3],,
1 2
(3) Let A=|-12.=2|and B:{
2 1

1 0 3
c 2]find AB and BA if exist? (Home work)

1 -2 2 -1 2
(4). Let’A = and B= , find AB and BA if exist?
2 -1 1 -2 1

Solution:

AB:F —2} {2 -1 2} _{1(2)+(—2)(1) 1(-1) + (-2)(-2) 1(2)+(—2)(1)}
2 -1, ,1 21 2X3_ 22)+ ()@@ 2-HD+(-DH(-2) 2(2)+ (D)

_{o 3 o}
30 32><3

BA not exists since the number of B columns is not equal to the number of A rows.
15



Remarks: (1) Two matrices A and B are said to be commutative if AB = BA.

2 4 7 8
Example: Is the matrix A:{1 } commutative with the matrix B:{2 J ?

Solution:

2 4 7 8
mesl A0z 1
1_12><2212><2

{ 2A7)+4(2)  2(8)+4() } _ {22 20}
U7)+(-D2) 18)+ (DO > 1 o

7 8 2 4
BA=
2 1 3x2 1 -1 2x2

7@ +8@) 7(#)+8(-1)| _[22 20
_{2(2)+1(1) 2(4)+1(—1)}_{5 7L2

We get that AB = BA. So A and B are commutativesmatrices.

(2) The product of two matrices may be equal to zero matrix and each matrix is not a
zero matrix.

Example: AB:{—l 1}{2 1}:{—1(2)“(2) —1(1)+1(1)}:{o 0}20
2 2([2-4} |22 +2(2 —2m+2@m)| |0 ©

(3) The cancellation dawrnot satisfies in matrices multiplication, i.e.

AB=AC #.B=C

01 11 2 5
Example: -Let A= , B= and C=
0 2 3 4 3 4

Ag=|0 L 1 1} _{0(1)+1(3) 0(1)+1(4)}{3 4}
0 2||3 4 5 8

0 +2(3) 0()+2(4)

ace |0 1] [2 5] _[0@+13) 0E)+14)]_[3 4
|0 2] |3 4] [0(2+2(3) 0(B)+2(4)] |6 8

AB = AC while B = C.

16



(4) If both matrices A and B are square matrix of the same order with real entries, then
it is not necessary that (AB)* = A B,

1 0 -2 0
Example: Let A= and B=
0 -2 1

S

-2 01[2 0O 0
eer=mayce=| 7 Ol Ol =0 )

L

We get that (AB)? = A2 BZ.
Note that this relation is true when the matrices are commutative, for example

1 3 03
consider Az{2 J and Bz{ ) 2} apply that (AB)* = A>B?  (Home work)

Theorem: Let A be a matrix-of degree mxn, then

(1) Al,=A
2 I,LA=A
(3) AO=0,0A=0
1 ifi=j
Proof (1):~Let A = [ajj]mxn, In = [Sij]axn SUCh that Sij = -
0 ifi=]

n
(i,j)element of Al, = > a8y
k=1

= @18y + @iSpj ... T @S T ... Tt AinSpj
=a;1(0) + a;2(0) +... +a;(1) + ... +ain(0)
= a;j(1)
= aij
= (i,)) element of A
Degree of the matrix A =m x n = Degree of the matrix Am.nlhn, SO A I,= A.

17



(15) Column Matrix: An mx1 matrix has one column A _

_2 _73
Examples: (1) B=| 0 (2) B= o
5
> L O d14x1

Ay

21

ml_|

Exercises: Classify the following matrices according to their types

3 0 4 1
1 (o 1 -2 (7 a2 1 o
4 -2 1 3 2 1
2 00 2 00
2) o 1 0 @) o2 o
00 7 0 0 2
1 -2 0 31 2
@) |2 3 -4 ® |0 5 -2
0 4 5 0 0 2
[ 0~ 1220 5i 1 0
4 |-122 0 3 (10) 10 1
()5 3 0 1
0 1
2 -1 3
5 11
(5) {4 0 1} 11) 1o 1 ©
1 0
(6) {f f} (12) [23 -4 1]
I 1

(13)

(14)

(15)

(16)

O O O




Operations on Matrices

Addition of Matrices: Matrices are said to be compatible with addition if and only
if they have the same degree.

Let A = [aj]mn and B = [bj]mn be two matrices. The addition of A and B is denoted
by A + B is also an m x n matrix, and

A + B = [ajj]mun + [Dijlmxn

= [aij + Bijlmxn
= [Cijlmxn where  a;; + b= c;; for all possible values of i,
Examples:
15 2 0 1+2 5+0| |3 5
S PN e s Pt b
4 6,, -1 0], [4+(-D) 6+0] [3 64, ,
15 1 5
(2) A= ,B=|4 6
4 6],,
. 2 -1

3x2
A + B not define since A and B have.different size. Thus A and B cannot be added.

2 0 -1 ~<3-1 3
3) A= ,B=
3 5 2 2 -3 5
2 .01 -1 1 3
A+B= +
{3 S _2}2@ {2 -3 5:|2><3

X2+(-) 0+1 (-D+3| |1 1 2
{ 3+2  5+(-3) (—2)+5}{5 2 3}

{—1 1 3} {2 0 —1}

B+A= +

2 -3 5/ [3 5 -2
B -D+2 1+0 3+(-2) B 1 1 2
| 243 (-3)+5 5+(-2)| |5 2 3

We note that A + B =B + A. So Addition of matrices is commutative.



Properties of the Addition of Matrices

Theorem: Let M,,..(F) be the set of all mxn matrices over F, where F = R or C. Then:
(1) A+B=B+A (The addition of matrices is commutative).

2 (A+B)+C=A+(B+C) (The addition of matrices is associative).

3) A+O=0+A=A.

Proof (1): Let A, B € My« (F) such that A = [ajj]n«n and B = [Djjlmxn » @ij, bij € F

A + B = [ajj]mxn + [Dijlmxn

= [aij + Bijlmxn (definition the addition of matrices)

= [bij + aij]mxn (the addition of numbers is commutative)
= [Di]msn + [Ai]mxn (definition the addition of matrices)
=B+A

Proof (2): Let A, B, CeMp.n(F) such that A = [ajj]mxn, B = [Bij]lm«n @and C = [Cij]mxn,

aij, bjj, cij € F
(A + B) + C = ([ajjlmn * [Bijlmxn) + [Cijlmxn
= [aij + Bijlmxn + [Ciflmxn (definition the addition of matrices)
= [dijlmxn * [Cijmsn Where djj = a;; + by
= [dij + Cijlmxn (definition the addition of matrices)
= [(a + bij) + Cijlmxn dij = ajj + bjj
= [aij + (bjj + Cij)]mxn (the addition of numbers is associative)
= [@i]mxn + [05j + €ijlmxn (definition the addition of matrices)
= [@i]mxn *+ ([DijJasa ™ [Cijlmxn)  (definition the addition of matrices)
= A+ (B+ ()

Proof (3): Let A, :OeMn.n(F) such that A=[ajj]m«n, O= [Dij]mxn, aij, € F, bj=0V 1, ]
A + O = [ai]msa [ijlmxn

= [@5. % Dij]mxn (definition the addition of matrices)
=[&i + O]mxn bj=0Vi,j

= [aij]mxn

=A

O + A = [bij]mxn + [Ajj]mxn

= [bij + @il mxn (definition the addition of matrices)
= [O + aij]mxn bij =0V |,j

= [aij]mxn

=A



Multiplication of Matrix by Scalar:

If A = [aj]m«n Matrix, c is a scalar then the scalar multiple ¢ A is the mxn matrix
obtained from A by multiplying each entry of A (which is a scalar too) by c. Thus
CA = [C ajj]mxn-

Examples:
10 i1 [=2 0 2i
(1) 2 =
3 20/ |6 4 0
4 80 L =20
12 12 4|=|t 3 1
@ 4o 3 g| |2
0o 2 2
L 4 N

.{—1 0 i} {—i 0 —1}

(3 1 = . A

3 2 0 31 21 O

Remark: If A = [aj]mxn, then (— 1) A = f(=1) aijlmn = [ @ijlmxn-

The matrix (- 1) A is denoted by — A and it is called the negative of A.
Also, A + (— A) = O i, 1.E. — A'is the additive inverse of A.

Proposition: Given A € Mua(F), there exists B € Mp,.(F) such that
A+B=0Own=B+A
In fact\A'determines B uniquely and B = — A.
Proof: Let A =\[aijln«n, since B =— A, so B = [ ajj]nxn
A + B = [ajilqpnt [ @ijlnan
= faip * (— aij)lmxn (definition the addition of matrices)
= [aij — aij]mxn
= O mun

B + A = [ ajjlnxn + [@ij]mxn
= [(— &) + ai]mxn (definition the addition of matrices)
= [~ aij + ai]mxn
= O mxn
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Theorem: Let A, B and C are three matrices of the same degree, then
()A+B=A+C<=B=C
2)B+A=C+A<=B=C
Proof (1):
A+B=A+C<=-A+(A+B)=-A+ (A +C) (add (-A) to each side from left)
< (FA+A)+B=(-A+A)+ C (the addition of matrices is associative)
< 0+B=0+C
<B=C

Proof (2) (Home Work)

Subtraction of Matrices: Matrices are said to be compatiblerwith subtraction if
and only if they have the same degree.
Let A = [aj]mxn and B = [bjj]m«n be two matrices. The\subtraction of A and B is
denoted by A — B is also an m x n matrix, and
A-B=A+(-B)

= [ai]mxn + [ Bilmxn

= [aij — bijlmxn
= [Cijlmxn where  aj;;— b;= ;' (for all possible values of i, j
Examples:
) 8 6 -4 (2 1 -3 8-2 6-1 -4-(-)| (6 5 3
1 10 -1| |3 0,42] |1-3 10-0 -1-(-2)| |-2 10 1
3 2 1 4
(2) { }_ 2.5 not define since the matrices have different size.
0 3
1
2 = -1
(3) Let A:F 0 1}, { 3 | findA+2B , A—2B
-1 3 1
= 0 -7
1
2 - -1 2
4 = 2
282/ 5 1=|" 3
5 0 -7 1 0 -14

11



(4) If both matrices A and B are square matrix of the same order with real entries, then
it is not necessary that (AB)* = A B,

1 0 -2 0
Example: Let A= and B=
0 -2 1

S

-2 01[2 0O 0
eer=mayce=| 7 Ol Ol =0 )

L

We get that (AB)? = A2 BZ.
Note that this relation is true when the matrices are commutative, for example

1 3 03
consider Az{2 J and Bz{ ) 2} apply that (AB)* = A>B?  (Home work)

Theorem: Let A be a matrix-of degree mxn, then

(1) Al,=A
2 I,LA=A
(3) AO=0,0A=0
1 ifi=j
Proof (1):~Let A = [ajj]mxn, In = [Sij]axn SUCh that Sij = -
0 ifi=]

n
(i,j)element of Al, = > a8y
k=1

= @18y + @iSpj ... T @S T ... Tt AinSpj
=a;1(0) + a;2(0) +... +a;(1) + ... +ain(0)
= a;j(1)
= aij
= (i,)) element of A
Degree of the matrix A =m x n = Degree of the matrix Am.nlhn, SO A I,= A.

17



Proof (2): (Home work)

Proof (3): Let A = [ajj]mxn, O = [ fijlnxp such that f; =0 forall i and ]

n

Armn Onxp = |:Zaikfkj}

k=1 mxp
Since f;=0 forall i and j, then ay f;=0. So
Amnsn C)nxp = Omxp
Degree of the matrix A O = mxp = Degree of the matrix O
L A0O=0
In the same way we can prove that OA = O.

Theorem: Associative law of multiplication
Let A, B and C matrices compatible with multiplication,then
(1) (AB)C =A(BC)

(2) r(AB) = (rA)B = A(rB), where ris a real numberand A, B eM,,»(F), F=R or C.

Proof (1) Let A= [aij]mxp, B= [bjk]pxq and ‘C'= [Cks]qxn
(AB) C = ([ai]mxp [Djklpxq) [Ckslaxn

= ia_ 'b'k:| [Cks]gxn (definition the multiplication of matrices)

LG

L1= mxq

[ a o o _
=13 (e jbjk)Cks} (definition the multiplication of matrices)

| k=1 j=1 mxn

[P 4 e _ -
=1y X aij(bjkcks) } (the multiplication of numbers is associative)

_j:]- k=1 mxn

A(BC) = [&ijlmxp ([Djidpxq [Crslaxn)

g
= [aij]mxp {Z bjkcks} (definition the multiplication of matrices)
k=1 pxn
— p q - -, . - - - -
- Z > a(0jcks) (definition the multiplication of matrices)
j=1k=1 mxn

. (AB) C = A(BC)

18



Proof (2): Let A = [aj]nxn, B = [Djjlaxn @and C = [Cij]nxn, I' IS @ real number
r(AB) =r ([aij]nxn[bij]nxn)

=1 [Cijlnxn (definition the multiplication of matrices)
= [r Cijlnxn (definition the multiplication of matrix by scalar)
[ n
=1r> g kbkj} (definition the multiplication of matrices)
L k=1 nxn
— i n |
=1 2 r(@gby;)
Lk=1 dnxn
. i}
=1 (rg; k)bkj (the multiplication of numbers is assacCiative)
k=1 dnxn
= [r @ilnxn [Dijlnxn (definition the multiplication-of matrices)
= (r [aij]nxn) [Piflnxn (definition the multiplication of matrix by scalar)
= (rA)B

As the same way we can prove
r(AB) = A(rB) and (rA)B =A(rB) (Home work)

Theorem: Distributive law,of'multiplication over addition

Let A, B and C matrices compatible with multiplication, then
(1) A(B+C)=AB +AC
(2) B+C)A=BA+¥CA

Proof (1): LetA’= [aj]mxn B = [Djlnxp: C = [Cislnxp-
Suppose that»B + C = D such that [DjJaxp + [Ckslnxp = [BjkT Ckslnxp = [dijlnxp
AB+E)=A-D

[ n
=| > gd kj} (definition the multiplication of matrices)
[ n
=| 2 aibygj+cy)) dij = by j+Ckj
[ n
= | 2 @by +aCx ;) (distribution of multiplication over the addition in numbers)
L k=1 mxp
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n n
A (B +C) Zaikbkj"'zaikckj}
k=1 k=1

mxp

n n
=| > &by J} + { > @, Cx J} (definition the addition of matrices)
k=1 mxp Lk=l mxp

= AB + AC
~AB+C)=AB+AC

Degree of the matrix B+ C=nxp
Degree of the matrix A(B+C)=mxp
Degree of the matrix AB=m x p

Degree of the matrix AC=mxp equal
Degree of the matrix AB+ AC=mxp /
Proof (2): (Home work)

Definition: If A is any square matrix, then wg camdefine
A=A A A
%K_J

k times

Where k is any positive integer number.
Note that A’ =1.

Theorem: If A is any square matrix, then for any positive integer numbers s and t
(1) AA'=A"

(2) (AS)t — AS'[

We use the mathematical induction method in the proof.

Proof (1):

When t=7 = A*A'=A""

Suppose that the statement is true whent=k = ASAf= AS*K
Is.the statement still true whent=k + 1?

i.e. AS-Ak+1=AS+k+l

As‘Ak+l - AS (Ak A)
= (As-Ak)-A (the multiplication of matrices is associative)
=AS* k.A
— As +k+1
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Proof (2):

When t=1 = (A)'=A°

Suppose that the statement is true whent =k = (A%)= A%K
Is the statement still true whent =k + 1?

ie. (As)k+ 1_ As (k+1)

(As)k+ 1_ (As)k ‘(As)l

= A%A°
=Ask+s
— Ask+1)
11 0
Example: Let A={0 0 1 |, compute A% A®and find A*for'any positive integer
0 0 -1
number.
Solution:
11 11 0 1 1 &
A’=A-A=|0 0 1|0 0 1|=[0 @1
0 0 -1{{0 0 -1| |00 1

1

AS=A%.A=(0 0 -1/l0 O Y |=|0 0 1
0

A=A%.A=[0™0"1]l0 0 1|=|0 0 -1

ASLA% A=|0 0 -1//0 0 1|=/0 0 1

Note that:

When k = 2n (even positive integer number)
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1 1 1
A°=A*=_ . =A2"_10 0 1
00 1

When k=2n-1 (odd positive integer number)

1 1 1
A=A%=..  =aAkK=2"1_|g 0 1
00 -1

Theorem: For any matrices A, B and C,

(1) (A)' = A (the transpose of transpose matrix is equal to the matfix itself)
(2) (A£B)'=A'+B'

(3) (aA)' = aA', where o is standard number

(4) O;[‘nxn = Onxm

G) I =1, (the transpose of identity matrix is.equal to the identity matrix itself)

Proof (1): Let A =[ajlmnn

Al= [3ji]nxm (definition of matrixtranspose)
Adt= Qi |mxn (definition of matrix'transpose)
( j
s (A)'=A

Proof (2): Let A = [ajj]m«n, B’= [Dii]man
Suppose A =B =C = [Cjjlmn

(A+B)=C'= [Cjilnxm (definition of matrix transpose)
= [ 0] nxm Cji = &ji = by
=(ajilrxm £ [0ji] nxm (definition the addition and subtraction of matrices)

(A+B)'=A'+ B
Generalization: For any compatible matrices with addition Ay, A,, ..., A,
A+ A+ .. +A) = AL+ AL+ +Al

Proof (3): A = [ajlmxn
oA = o [@i]mxn

= [o &jj]mxn (definition the multiplication of matrix by scalar)
(0tA)' = [0t &) pern (definition the matrix transpose)
= o [&i] nxm (definition the multiplication of matrix by scalar)
= oAl
5 (0A)' = oAl
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Proof (4): Let O = [ fij]m«n, Where f;; =0 for all values of iand j

Omxn = [fij]mxn
By definition of matrix transpose, we get

Ol .y = [fiil wm » Where f;; = 0 for all values of iand j
< Ohen = Onum

1 ifi=j

Proof (5): Let I = [Sij]nxn , such that s;; = . J
0 ifi=#]j

In = [Sij]nxn

IB = [Sjilnxn (definition of matrix transpose)

Sij:Sji:]. if |:J

Sij:Sji=0 if I?ﬁj

ot —
S 1=,

Theorem: Let A = [aj]mn and B = [bi , then (AB)' = B'A'
Proof:
Let A'=C=[Cjlpm ——  (Cj=ay)

B'=D=[djlpm —>  (dij=by)

n
AB=E=[ejlmp — (eij T Zaikbkjj
k=1
n
(i,j) element of (AB)'= (j,i)-element of AB=g;= > aj b
k=1

(i,j) element of B'A'=.(i}j) element of DC

= 2. diCy;
k=1
n
= D bk (replaced)
k=1
n
= a; Ok (the multiplication of numbers is commutative)
k=1

Degree of the matrix AB=m x p

Degree of the matrix (AB)'=p xm —
Degree of the matrix B'A'=p xm —

-.(AB)' = B'A'

equal
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Problems:
(1) Is the matrix A equal to the zero matrix if A®>= O, where A is a matrix of order 3x3?

0
Solution: A={1 0 O # 03,3, but
0
0O 0 1|0 0 10 0 1 0 0 0lj0 0 1 0 0O
=1 0 0{/1 0 Of|1 0 O0|=|/0 0 1(|1 O O[|=|0 0 0|=0343
0O 0 0|0 0 0|0 O O 0O 0 O0lj0 0 O 0 00O

(2) Forany nxn matrices A, B and C. Prove that
@) -(A)=A
(b) A(B-C)=AB-AC
(c) (A-B)C=AC-BC
Proof (a): Let A =[ajlnn = —A=[-ajln = —EA)Y= [~ &l = [Qijln =

Proof (b): Let A = [aj]nn » B = [Dilnxn » C = [Cilisn
A (B - C) = [ajj]axn ( [Dijlaxn — [Cijlaxn )

= [@i]nxn [ij]nxn (definjtion‘the subtraction of matrices) and dj; = bj; — Cj;
= > ad Kj (definition the multiplication of matrices)
n
= 2 By —Cyj) dyj = bij — Cy
k=1

n
Z &Py 5aCxj)  (distribution the multiplication over the addition in numbers)

n

Dby — Zaikckj

k=1 k=1

=ailnxn [Pilnxn — [@ij]nxn [Cijlnxn  (definition the multiplication of matrices)

=AB-AC

Proof (c): Home work

(3) Let A and B be nxn matrices such that AB = BA. Prove that
(a) For any positive integer k, AB* = B*A.
(b) (A + B)* = A*+ 2AB + B?

Proof (a): If k=1, then AB = BA by hypothesis

Suppose that the statement true for k =n, i.e. AB"=B"A

To prove the statement true when k = n + 1, i.e. to prove AB"*' = B"*'A
24



AB"*!= A (B"B) (by pervious theorem A° A'= A* ™)

= (AB") B (the multiplication of matrices is associative)
= (B"A) B (AB" = B"A)
= B" (AB) (the multiplication of matrices is associative)
=B" (BA) (AB = BA)
= (B"B)A (the multiplication of matrices is associative)
=B"*!A (by pervious theorem A° A'= A°*Y
Proof (B):
(A+B)’=(A+B)(A+B) (definition the power of the matrices)
=AA+AB + BA + BB
=A’+AB +AB + B’ AB =BA
= A*+2AB + B’

00
(4) Find all matrices B € M,.2(R) such that B commutes,(commutative) with A:L 0}'

a
Solution: Let B= {
c

Staid ] M e
[¢ sJeess)

1
(5) Let A:{4

(ﬂ suchthat a, b, c,d eR

00:b0 = b=0,a=d
a b d 0

2
3} and the polynomials f (x) = x* + 3x— 10 and g(x) = x* + 2x — 11.

Find the values-of each polynomial? Is the matrix A is a root of each polynomial?
Solution:

el 34 Sl ]
:411 —ZSE —23H132 —69H1<;) 1%}
1% 7l SHY wlHs e a2

Hence, A is not a root of the polynomial f (x).
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